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PyTorch is like numpy, but...

1 easy to move matrices to GPU and do operations there

2
easy to compute gradients (derivatives 
evaluated at specific points), for optimizations 

3 easy to construct deep-learning neural networks

https://pytorch.org/tutorials/

https://pytorch.org/tutorials/


GPU vs. CPU

https://sebastianraschka.com/books.html

The GPU is 30% cheaper but 28x faster at floating-point operations!

advice: compare hardware based on cost, and benchmarks 
measuring how fast some specific type of work can be done

https://sebastianraschka.com/books.html

